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1. Brief investigation on the agreed text
This paper proposes the general description section generated from the agreement of port the agreed architecture from TR 23.799 to TS 23.501. Some investigation on the section 8.12 of TR 23.799 are the following
The green text are suggested to be included in the general section (may with minor text changes). Red text are some brief comment to the agreed text
8.12.1
Architecture principles

Key architecture principles:

-
Separate the UP and CP functions, allowing independent scalability and evolution.
-
Allow for a flexible deployment of UP separate from CP functions, i.e. central location or distributed (remote) location (i.e. with no restriction in the location). 
-
Modularize the function design, e.g. to enable flexible and efficient network slicing. 
-
Supporting unified authentication framework for UEs which may support only subset of NGS functionality (e.g. not supporting mobility).

-
Separated access and mobility management (AMF) and, session management (SMF) which enables independent evolution and scaling. Supports UE simultaneously connected to multiple network slices. [Comments] detail can be explored in NF definition
NOTE 1:
Other control plane functionalities can be separated (e.g. PCF) as shown in architecture figures in clause 8.12.2. How network slicing KI#1 outcome maps to architecture will be determined during the normative phase.
-
Support a flexible information model with subscription and policy separated from network functions and nodes.
-
Minimize access and core network dependencies by specifying a converged access-agnostic core with a common AN - CN interface which integrates different 3GPP and non-3GPP access types.
-
Principles for procedures defined as a service shall follow the agreement on Key issue#7 stated in clause 8.7. [Comments] text cannot be simply used
-
To support "stateless" NFs (where the "compute" resource is decoupled from the "storage" resource that stores state as opaque data), 3GPP will specify (possibly by referencing) interfaces from NFs to a data storage function. NFs may use data storage function to store opaque data.
NOTE 2:
How the above principle will be exhibited in the specification will be determined during the normative phase.
Key Architecture requirements:

-
The architecture shall support capability exposure. 
-
Each Network function can interact with the other NF directly. The architecture shall not preclude the use of an intermediate function to help route control plane messages (e.g. like a DRA).
-
Support transmission of different PDU types, e.g. IP, Ethernet. [Comments] already touch into PDU type
-
Support separate Policy function to govern the network behaviour and end user experience. [Comments] seems not clear statement, maybe added later
-
Allow for different network configurations in different network slices. [Comments] too detail
-
The architecture supports roaming with both Home routed traffic as well as Local breakout traffic in the visited PLMN in an efficient way.

Control Plane:

-
Enable multi-vendor interworking between access network and network functions within the core network and between the network functions within the core network. At the same time, it is sufficient that a single interface is exposed towards the radio while abstracting the modular (elementary) functions supported in the core network. 
-
Procedures (i.e. set of interactions between two NFs) are defined as a service, wherever applicable, so that its re-use is possible and enables support for modularity. This will be evaluated on a case by case basis when specifying the procedure.

User plane:

-
A generic user-plane function (UPF) is defined, which supports various user-plane operations (incl. forwarding operations to other UP functions/data networks/the control-plane, bitrate enforcement operations, service detection operations, etc.). [Comments] UP is defined in NF and feature section
NOTE 3:
The detailed list of user-plane operations is part of the conclusion to key issue 4 in clause 8.4.

-
The control plane configures the UP functions to provide the traffic handling functionality needed for a session. One or multiple UP functions per session can be activated and configured by the control-plane as needed for a given user-plane scenario. [Comments] the detail can be explored in NF definition
-
To support low latency services and access to local data networks, user plane functions can be deployed close to the radio. For central data networks, UPFs can be deployed centrally.
-
To support home routed roaming at least a UP function is located in the HPLMN, and there also needs to be at least another UP function located in the VPLMN which includes roaming functionality such as Charging, LI, etc. [Comments] the detail can be explored in NF definition
Concurrent access to local and centralized services is supported as follows:

-
Multiple PDU sessions including a PDU session providing access to a local UP function (providing access to local data networks) and a PDU session providing access to central data networks (central UP function); [Comments] the mechanism can be explored in feature definition
-
A single PDU session, for which the control plane may configure multiple UP functions as described in agreements for Key issue #4 (refer to figure 8.12.2-4). [Comments] the detail can be explored in NF definition
NOTE 4:
The control plane can also configure multiple UP functions in the single PDU session case for local data network access.
Agreements on overall architecture are as follows:

1.
In Rel-15, AMF and SMF functions should be standardized as separate functions with standardized interactions. [Comments] shown clearly in the reference model.
2.
NAS MM and SM protocol messages terminate in AMF and SMF respectively. This is independent of whether SM protocol terminates in the H-SMF or V-SMF. [Comments] too detail, can be explored in NF definition
3.
NAS SM messages are routed by AMF. [Comments] the detail can be explored in NF definition
4.
Subscription profile data in NextGen is managed according to a user data convergence approach:

-
A common user data repository (UDR) stores the subscription data, and this can be present within the UDM.

-
UDM Front End and PCF have access to this common UDR by implementing application Front Ends to access relevant subscription data.

NOTE 5:
The terminology used above corresponds to the user data convergence approach defined in EPC UDC architecture in TS 23.335 [22].

NOTE 6:
The application logic of UDM Front End, e.g. for location management and subscription update notification, as well as the application logic of PCF is to be further detailed during normative phase.
5.
The SEAF and SCMF are supported by the AMF. [Comments] too detail, can be explored in NF definition
NOTE 7:
It is to be determined in the normative phase, depending on the conclusion of discussion in SA WG3, whether the SEAF is only located in VPLMN (supported by AMF), or whether in home routed scenarios an additional SEAF is needed also in the HPLMN.

6.
The AUSF is defined as a separate NF. [Comments] NF is shown in the reference architecture clearly
NOTE 8:
The conclusions in bullets 4 and 5 may need to be revisited depending on continued work in SA WG3, for example for SEAF/SCMF location in relation to slicing aspects.
7.
Each NF can interact with each other directly. 

8.
The architecture does not describe an intermediate function between control plane functions but it does not preclude the use of an intermediate function for routing and forwarding of messages (e.g. like a DRA) between control plane functions, which may be identified for specific cases in the deployments and should not require further work in stage 2.
[Comments] 7 and 8, Duplicate with previous text, already covered by bullet 4
2. Proposal

It is proposed capture the following procedure in TS 23.501 (ALL THE TEXT ARE NEW IN 4.1.1). 
Some text from high-level requirement of TR are marked with blue.

Other text are all comes from agreed overall architecture section 8.12 of TR 23.799
>>>Start Changes<<<
4
Architecture model and concepts
4.1
General concepts
The 5G system architecture is defined to support overall system service of 5G. The system design enables the deployments to use techniques e.g. Network Function Virtualization and Software Defined Networking. The 5G reference architecture with service-based Control Plane (CP) is specified. Leveraging that, the reference point representation of the architecture shows the interactions among network functions. Some key principles and concept are the following: 
-
Separate User Plane (UP) functions from the Control Plane (CP) function, allowing independent scalability, evolution and a flexible deployment e.g. centralised location or distributed (remote) location.

-
Modularize the function design, e.g. to enable flexible and efficient network slicing.

-
Wherever applicable, procedures (i.e. the set of interactions between network functions) are defined as services, so that their re-use is possible.

-
Each Network function can interact with the other NF directly if required. The architecture does not preclude the use of an intermediate function to help route control plane messages (e.g. like a DRA).
-
Minimizes dependencies between Access Network (AN) and Core Network (CN), the architecture is defined with a converged access-agnostic core network with a common AN - CN interface which integrates different 3GPP and non-3GPP access types.
-
Support a unified authentication framework.
-
Support "stateless" NFs, where the "compute" resource is decoupled from the "storage" resource.
-
Support capability exposure.

-
Concurrent access to local and centralized services is supported. To support low latency services and access to local data networks, UP functions can be deployed close to the radio network.

-
Support for roaming with both Home routed traffic as well as Local breakout traffic in the visited PLMN.
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